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Distribution function method 

Basically the method of distribution function is as follows  If x  

is a random variable with pdf   ( ) and if y is some function of 

x , then we can find  the cdf    ( ) = p(Y  ) directly by 

integrating   ( ) over the region for which (Y  ) , now by 

differentiating   ( ) , we get the probability density function 

  ( ) of Y . In general , if Y is a function of random variable        

  …..   say g (  …..  ), then we can summarize the method of 

distribution function as follows.   

PROCEDURE  TO FIND CDF OF  A FUNCTION OF R.V 

USING THE METHOD  OF DISTRIBUTION FUNCTIONS. 

1- find the region (Y  ) in the (     ……,  )space that is 

find the set of (     ……,  )for which g((   ……,  )   . 

2- find  fY(y)= p(Y  ) by integrating (     ……,  ) over the 

region (Y  ). 

3- find the distribution function   ( )  by differentiating fY(y). 

Example: let x N(0,1) using the cdf of  x find the pdf of y=   

Solution: 

Note that the pdf of X is  

  ( )  
 

√  
 

  

              

then the cumulative distribution function of Y  for a given y   

is fY(y)= p(Y  ) = p(    )  

                               = p(      ) 

                               = ∫
 

  

    

  
  

  

     dx 

Hence by differentiating   ( ), we obtain the probability 

density function as. 



               
 

 √  
  

  

              

f(y)=  

0 other wise 

Example:  let  ( )  
 

   , x   1 find the p. d. f.,  =       by using 

distribution technique ? 

Solution: 

             
 

                    

f(x)=  

1 0.w 

 

f(y) =p   Y   y                      p       y 

 

f(y) = p   -x         -1 

Example:   let x N(0,1) using the cdf of  x find the pdf of y=   

Solution: 

Since  x N(0,1) 

                  
 

√   
     

  

 
  

  for     x      

  ( )= 

0 0.w  

 

f(y)=p  Y  y 

 

f(y)=p      y 

 

f(y)=p     √                  √     √  

 

   



 ( )  ∫
 

√  

√ 

√  

 
  
 

  

   

      

                         
   

  
 

     
  

 √ 
 

 ( )   
 

  
∫

 

√  

√ 

 

 
  
 

 

 √ 
   

            
 

√  
     ( )

  

  
  

              

f(y)= 

             0                                    o.w 

 

yn ( )                                                                                                                                               

          

         

 

Example:   let x N(0,1) using the c. d. f. of  x.  find the p. d. f. of 

y=   

Solution: 

Since  x N(0,1) 

            
 

√  
      

  

                

f(y)= 

0 o.w 

 

f(y)=p  Y  y                        =p        

 

f(y)=p     lny 

 

 ( )  ∫
 

√  

   

  
 

  

 
  

                       ( )  
 

  
∫

 

√  

   

  
 

  

 
  

   



 (y)= 
 

  
  

  

 
  

               y=   

                                              x=ln y 

            
 

 √  
      

  (    ) 

             

f(y)= 

0 o. w. 

                                                                                                                                                          

                                                                                            

                                                                                       

                                                                                       

Example:   If X ~ Poisson(y) find the cumulative distribution 

function of Y=ax+b 

Solution: 

Since  x N(0,1) 

 

                  
     

  
      for                 

  ( )= 

0 o.w  

 

f(y)=p  Y  y                        p          

 

f(y)=p           ÷a 

 

f(y)=p    
   

 
    

sine xupo(1)                  discrete  distribution 

 

f(y)=∑
    

  

   

 
    

 

                   x=0,…………. 

if x=0y = 0+b 



if x=1                  y=a+b 

if x=2                  y=2a+b 

 

y=b,a+b,2a+b,3a+b,…… 

                               

 

f(y) = p   x                 f(y) = 1-p x        

 

 ( )    ∫
 

  

     

 
                    ( )    ∫         

 
   

 

 ( )       
 

 
    

    
                    ( )       

 

   
     

 

 ( )  
  

 
 

 

 ( )  
  (  )

 

 

(   ) 
                    ( )  

 

 

(   ) 
 

 ( )  
 

 (   ) 
                                                                                                                              

                                                                                            

                                                                                         

                                                                                             

                                                                                         

 

             
 

 (   ) 
                    

 f(x)=  

0 0.w. 
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Theorem. Let X be a continuous random  variable with probability 

density function f(X). Let        be an increasing (or decreasing) 

functon .Then the density function of the random density function of the 

random variable          is given by 

     |
  

  
|         

Where          is  the inverse function of T(x).  

Proof:- suppose        is an increasing function . The distribution 

function G(y) of Y is given by  

            

           

           

 ∫       
    

  

  

Then, differentiating  we get the density  function of  Y , which is 

      
     

  
 

 
 

  
(∫       

    

  

) 

        
     

  
 

  (    )
  

  
          (                )  

 

 



On the other hand, if        is a decreasing function, then the 

distribution function of Y is given by 

  

             

           

  (      )                                    

              

   ∫       
    

  

  

 

As  before, differentiating  we get  the  density function of Y, which is  

      
     

  
 

  
 

  
(  ∫       

    

  

) 

         
     

  
 

         
  

  
         (               )  

Hence, combining both the cases, we get  

     |
  

  
|         

And the proof of the theorem is now complete . 

 

 

 



Example:          
 

 
                                  

Solution:       {
 

 
              

                      
  

      [    ] |  | 

        

 [    ]   {

 

 
                                 

                                        

 

|  |  |
  

  
 |    

      {

 

 
                                 

                                        

 

Example: If                                                      . 

Solution:- 

     {
                

                                       
 

      [    ] |  | 

[     ]     

    
 

 
 

   
 

 
 √  

 [    ]  {  
√ 

 
                 

                                            

            

  [    ]  { √                  

                                            
            



|  |  |
  

  
 |  

 

 √ 
 

     {
√ 

 √ 
                  

                                            

  

     {
 

 
                  

                                            

                     

Example: If the p.d.f. of x is             
         Determine the 

p. d. f. of        

-Solution: 

     {   
   

                 
                                            

   

      [    ] |  | 

          √  

 [    ]  { √                       

                                            
  

|  |  |
  

  
 |  

 

 √ 
 

     {
 √     

 

 √ 
                    

                                            

  

     {
                      

                                            
                   

Example: Let                  Determine the p. d. f. of       . 

-Solution: 

     {
 

  
                   

                                            

   



      [    ] |  | 

  [    ]      

  
   

 
 

 [    ]  {
 

  
                       

                                            

  

|  |  |
  

  
 |  

 

 
 

     {
 

   
                       

                                            

  

Example: Let                                           

-Solution: 

     {
 

  
                    

                                            

   

        √  

      [    ] |  | 

 [    ]  {
 

  
                    

                                            

  

|  |  |
  

  
 |  

 

 √ 
 

     {

 

  
  

 

 √ 
                    

                                            

  

     {

 

 √  
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Moment Generating Function Method :- 

Theorem :  

Let    ( t ) and my ( t ) denote the moment - generating functions of random variables X and 

Y , respectively . If both moment - generating functions exist and    ( t )  =    ( t ) for all 

values of t , then X and Y have the same probability distribution.  

Example: Let X and Y be independent random variables Gamma distributed on [ a , 1 ] . 

Find the distribution of Z=X + Y . 

 Solution :  

Mx (t) =          ,   My (t) =             

Mx+y ( t ) = E(         = E(      .       )=  E(       . E(      )=  Mx (t) My (t)  

 =                 

           

That is a moment generating of Z is Gamma ( 2a , 1 ) , Thus  

Z= X + Y ~ Gamma  (2a, 1 ) .  

In general if a identically independent r .v's     ~ Gamma (  a,    ) ,  i = 1,2 ….. n. Find the 

p. d. f  of Y =  ∑   
 
     

                                ,  i = 1,2 , ... n  

My ( t ) = E(    ) = E(                = E(                 )=E(                           

= E(        ) E(                    ) = Mx1 (t). Mx2 (t) ….. Mxn ( t ) 

=           .           …            

=        ∑    
    

That is a moment generating of Gamma (∑       
   )  

Y   Gamma  (∑          
   ) 

 

 



3 
 

 

Example :- 

Let X1 , X2 , ... , Xn , be independent and identically distributed random variables  such that 

Xi ~ N (        ) ,  i = 1,2 , ……... , n , Find the p.d.f of Y=∑       
          constant . 

Mxi (t) = EXP {      
 

 
      } ; i = 1 , 2 ……… n 

My ( t ) = = E(    ) = E(                      = E(                          

= E(                                      )= Mx1 (a1t) Mx2 (a2t) …Mxn(ant) 

= EXP {         
 

 
         } EXP {          

 

 
         }...EXP {        

 
 

 
         } 

That is a moment generating function of Y~   ⟦∑        
        ∑   

   
   

   ⟧ 

For a special case that is if X , Y ~             ?  then X - Y ~ N (            ² )  

 i. e X - Y   N ( 0,2 ²) 

Example: 

Let Y1 , Y2 …… Yn be independent and identically distributed random variables such that 

for 0                     and                 such random variables are 

called random variables.  W = Y1 +Y2 ….. +Yn. What is the distribution of W? 

Solution :  

My (t) = (     + q) 

Mw ( t ) = E (      = E (                      E (                       

= E (                              = My1 (t ) My2 (t) …. Myn (t)  

=                                                

That is a moment generating of b(n.p) .Thus  W ~ b(n .p).  

Example: 

If X   N ( 0, 1 ) thenY=       
 ?  

Solution : Let Y =       , f ( x ) =
 

√  
   

  

    , -        

My (t) = E (   ) = E (    
) = ∫     

 
 

  

 

√  
   

  

        ∫  
 

  

 

√  
   

  

 
        

  ∫  
 

  

 

√  
   

  

 
         = 

 

      
 

 

  ∫
       

 

 

√  

 

  
   

        

     =        
  

  



4 
 

That is a moment generating of   
 . Thus       

    

In general If                   , then     
    

         
     

 . 

Example: If x                     
    

 
              

Solution:   x                             
 

√ 
   

  

 

     

 

 
          

 

Y = 
    

 
                    

My (t) =      ∫  
 ( 

    

 
) 
         

 

√    

 

  
 ∫  

 ( 
    

 
)  

 

   
   

   

 
   

  
    

 

= 
 

√    
 ∫        

  

 
 

  
      

 

√  
 ∫    

        

 
 

  
    

 

= 
 

√  
 ∫     

              

 
 

  
    = 

  
  

 

√  
 ∫     

      

 
 

  
    

  

Let y –t = w        , My (t) =  
  

  ∫
 

√  
  

  

 
 

  
        

  

  

 

Y              

 

The Distribution of   ̅: Let    ,           are independent and identically 

distributed normal random variables with mean µ and variance    , then the way to 

find the Distribution of   ̅    is  

   (t) =EXP {   
 

 
     } 

  ̅(t)=E(   ̅)= E( 
 

 
           )=E( 

 

    
 

 
     

 

 
  )  

     =E( 
 

 
  )E( 

 

 
  )  ( 

 

 
  )     

=   (
 

 
)         (

 

 
)  

=EXP{ 
 

 
 

 

    
    }. EXP { 

 

 
 

 

    
    }      P 
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=EXP{   
 

 
 

 

    
    } =EXP {    

 

  
     } 

That is a moment generating function of   (  
  

 
) , Thus  

 ̅    ( 
  

 
). 

That is  

ƒ  ̅ =√
 

  

 

 
 

     ̅̅ ̅̅ ̅̅ ̅  

          ;- < ̅<  

To drive the mean and var . of  ̅ :  

E  ̅ =E(
 

 
∑   

 
   )=

 

 
(                    ) 

=
 

 
           =

 

 
     

.∙.   ̅ =  

Var   ̅ = (
 

 
∑   

 
   )  

 

  (var     var      +var      

=
 

 
             

=
 

    
  

 

 
   

.∙. var   ̅ =
 

 
   

Example: Let   ,              are independent and identically distributed 

         Find The Distribution of  ̅ ?  

Solution: 

   (t)=         

  ̅ (t)= E(   ̅
)= E ( 

 

 
              

)= E( 
 

 
   

 

 
     

 

 
  ) 
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= E( 
 

 
  )E( 

 

 
  )…… E ( 

 

 
  ) 

=   
(
 

 
)   

 (
 

 
)……   

 (
 

 
) 

=(   
 

 
)
  

 (   
 

 
)
  

 …….(   
 

 
)
  

       (  
 

 
 )

   
 

That is a moment generating function of  (   
 

 
). Thus  

 ̅    (   
 

 
) 

That is  

ƒ  ̅ =
  

        
  ̅       

   ̅

  ; 0< ̅<  

To drive the mean and var . of  ̅ :  

E  ̅ =E(
 

 
∑   

 
   )=

 

 
 (                   ) 

=
 

 
            =

 

 
       

.∙. E  ̅ =   

var  ̅ = var(
 

 
∑   

 
   )=

 

   (var      var        var    ) =
 

 
 

                

=
 

      =
 

 
    

.∙.   ̅ =
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The Distribution of     

Theorem:- Let           be observations of a random sample of size n from the normal 

distribution N(    ) Then the sample mean . 

                        ̅  
 

 
∑    

 
     

and the sample variance  

                      
 

   
∑      ̅   

    

are independent and  

       

  
 

∑      ̅   
   

  
  

Proof :- we are not prepared to prove the independence of  ̅ and    at this time, so we accept it 

without proof here . To prove the second part . note that  

  ∑ (
    

 
)
 

 
    ∑ *

     ̅    ̅   

 
+
 

 
     

 ∑ (
    ̅

 
)
 

 
    

   ̅    

  
  

 

because the cross-product term is equal to 

  ∑
  ̅        ̅ 

  
 
 =

   ̅   

  
∑      ̅    

  

But     
  ̅   

  
             

are standardized normal variables that are independent. Hence   ∑   
  

  is       by corollary 5.4-

3 Moreover  

since  ̅ is     
  

 
  it follows that  

   (
 ̅  

  √ 
)
 

=
   ̅    

  
 

is       by Theorem 3.3-2 In this notation. Equation 5.5-1becomes  

  
       

  
    

 However from the face that  ̅  and    are independent  it follows that    and     are also 

independent  In the mgf of W  this independence permits us to write  

 [   ] =E[ 
  

       

      
] = [ 

  
       

   
    

] = [ 
  

       

   
]  [    

] . 

Since W and    have chi-square distribution  we can substitute their mgfs to obtain        
  

 ⁄  = 

E[ 
  

       

   
]       

  
 ⁄   

Equivalently we have     E[ 
  

       

   
] =      

      
 ⁄    t<1/2 



 

This of course  is the mgf of a        variable  accordingly 
       

  
 has that distribution  

Example:- If  ̅  (  
  

 
) Show that Z=*

 ̅  
 

√ 

+         

Solution: 

Since  ̅  (  
  

 
) 

f( ̅  
 

  

 
√  

 

  

 
(

  ̅    

  

 

)

     ̅    

f( ̅)=
√ 

 √  
 

  

 
(

  ̅    

 

√ 

)

    ̅<  

Z=
 ̅  

 

√ 

 

              

           =E( 
 (

 ̅  
 

√ 

)

)  

E ( 
 (

 ̅  
 

√ 

)

) =∫  
 (

 ̅  
 

√ 

)

 
√ 

 √  

 

  
  

  

 
(

  ̅    

  

 

)

  ̅ 

let*  
 ̅  

 

√ 

+  
  

√ 
  ̅    

 ̅  
  

√ 
       ̅  

 

√ 
   

E(      
√ 

 √  
∫  

 (
 ̅  
 

√ 

)

 
 

  
  

  

 
(

  ̅    

  

 

)

  ̅ 

E(      
√ 

 √  
∫     

  
 

  

 
  

√ 
   

E(     
 

√ 

√ 

 √  
∫    

      

 
   

 

  
 

E(     
 

√  
∫    

           

 
  

  
   

E(     
 

√  
∫  

 (
        

 
) 

  

 
 

  
   

E(     
 

√  
∫   

      

 
 

  
 

  

    

E(     
 
  

 

√  
∫    

      

 
   

 

  
 

 



 

Let h=y-t        

E(     
 
  

 

√  
∫  

  

 
   

  
   

E(      
  

 ∫
 

√  
  

  

 
   

  
    

 

√  
  

  

 
  

          

 

     )=  
  

         

Z=*
 ̅  

 

√ 

+        

Student t-distribution:- 

Theorem :-Let     
 

√
 

 

  

where Z is a random variable that is         U is a random variable that is   (r) and Z and U are 

independent . Then T has a t distribution with pdf       
 (

   

 
)

√   (
 

 
)

 

(  
  

 
)

   
 

           

proof :- The joint pdf of Z and U is  

g(z,u)=
 

√  
  

  

 
 

 (
 

 
) 

 
 

 
 

       
 

  

the cdf F(t)=P(T    of Tis given by  

F(t)=P(
 

√
 

 

   ) 

  (  √
 

  
)   

=∫ ∫           
√(

 

 
) 

  

 

 
.That is F(t)= 

 

√  (
 

 
)
∫ [∫

 
 
  

 

      

 

  
√(

 

 
) 

  
]  

 

   
 

 
 

 
   

the pdf of T is the derivative of the cdf , so, applying the fundamental theorem of calculus to the 

inner integral  

we find that          ́  
 

√  (
 

 
)
∫

 
  

 
 
  

  

 
 

        

 

 
√

 

 
 

 

 
          

=
 

√  (
 

 
)
∫

 
   
 

  

        

 

 
   

 

 
  

    

 
    

In the integral, make the change of variables y=(1+       , so that  
  

  
 

 

      
 



 

Thus,       
 [     ]  

√    
 

 
 

*
 

               
+ ∫

            

 [
   

 
]        

 

 
        

The integral in this last expression for f(t) is equal to 1 because the integrand is like the pdf of a chi-

square distribution with r+1 degrees of freedom . Hence , the pdf is  

      
 [

     
 ⁄ ]

√   (
 

 
)

 

(  
  

 
)

   
 

           

Example:if T ~t(10) then what is the probability that T is at least 2.228? 

Solution: 

                        

            (from t- table) 

        

The F-distribution 

Next Consider two independent chi- square random variables U and V having and in degrees of 

freedoms respectively. The joint p d f h(u ,v) 

of u and v is then 

h(u ,v)={

 

 (
  

 ⁄ ) (
  

 ⁄ )  
     

 ⁄
  

  
   ⁄   

  
   ⁄    

      
 ⁄                   

                                                                                         

 

we define the new random variable w=
 

  ⁄

 
  ⁄

 and we propose finding the p d f      of w,  z=v then

 w=
 

  ⁄

 
  ⁄

 

define a one to one transformation that maps the set S={(u ,v):<u<∞, 0<z<∞} onto the T= {(w, z):, 0 

< w < ∞, 0 < z < ∞} since u=(
  

  
 zw, v=z the absolute value of the Jacobean of to the transformation 

is | |  (
  

  ⁄ )   the joint 2 p d f g(w ,z)of the random variables w and z=v is them 

G(w ,z)=
 

 (
  

 ⁄ )  
  

 ⁄   
     

 ⁄
   

    

  
 
    

     
      

       [
  

 
  

   

  
   ]

   

  
 

provided that (w, z)   T and zero elsewhere. The marginal p d f      ) of w is then 

      ∫         
 

  

 

     ∫

  
  

   
⁄

  
 ⁄
 

  
   ⁄

 (
  

 ⁄ )   
  

 ⁄   
     

 ⁄

  
       

   ⁄      [
  

 
 
   

  
   ]               

 

 

 

If we change the variable of integration by writing    Y=
 

 
(
   

  
  )   It can be seen that 



 

      ∫
    ⁄

  
 ⁄       ⁄

     ⁄       ⁄           ⁄
 

 

 

  

       ⁄
         ⁄      

 
   

    ⁄
   

= {
 [       ⁄ ]      ⁄

  
 ⁄

     ⁄       ⁄  
 

     ⁄

        ⁄          ⁄
               

                                                                                                                      

 

Accordingly, if U and  V are independent chi Square variable with   and    degrees of freedom, 

respectively, then w=     ⁄      ⁄  ⁄  has the p d f      the distribution of this nandam variable is 

usually called an F-distribution and we often call ration which we have denoted by w ,f. That 

is,F=
   ⁄

   ⁄
. 

Example  

Let F have an F-distribution with   and     degrees of freedom, we can write F=(    ⁄     ⁄ ) where 

U and V are independent        random Variable with   and   degrees of freedom respectively 

Hence for the kth moment of  F, by independence we have E(    
  

  

 
            . Provided of 

course that both expectations on the night side exist K  (   ⁄ )  is always true, the first expectation 

always exists. The second expectation, however, exists if   > 2k. i.e. the denominator degrees of 

freedom must exceed twice k Assuming this is true  , it follows that the mean of f-is given by 

E(F)=
  

  
  

     
  
 
   

  
  
 
 

=
  

    
 

Theorem 1: 

 

 

 

 

 

We will make considerable use of the random variable F in future chapters. However, 

the density function will not be used and is given only for completeness. The curve of 

the F-distribution depends not only on the two parameters v1 and v2 but also on the order 

in which we state them. Once these two values are given, we can identify the curve. 

Typical F-distributions are shown in Figure 1.  



 

Let fα be the f-value above which we find an area equal to α. This is illustrated by the 

shaded region in Figure 2. Hence, the f-value with 6 and 10 degrees of freedom, leaving 

an area of 0.05 to the right, is f0.05 = 3.22. By means of the following theorem. 

Theorem2: 

 

 

 



 

Thus, the f-value with 6 and 10 degrees of freedom, leaving an 

area of 0.95 to the right, is 

. 

The F-Distribution with Two Sample Variances 

Suppose that random samples of size n1 and n2 are selected from 

two normal populations with variances , respectively. 

From Theorem 8.4, we know that 

 

are random variables having chi-squared distributions with v1 = 

n1 − 1 and v2 = n2−1 degrees of freedom. Furthermore, since the 

samples are selected at random, we are dealing with independent 

random variables. Then, using Theorem 1 with 

, we obtain the following result. 

Theorem 3 : 

 

If            are the variances of independent random samples of size n1 and n2 

taken from normal populations with variances , respectively, then 

 

 
has an F-distribution with v1 = n1 -1 and v2 = n2 -1 degrees of freedom. 



  كلية التربية للعلوم الصرفة
 قسم الرياضيات

 1 

Central limit theorem 

Def. If  ̅ is the mean of random sample ;            of size n from a distribution . 

with finite mean and finite variance then the distribution of r.v.    
   
 

√ ⁄
          

in the limit as       *
   
 

√ ⁄
+             

       {|    |   }    or         {|    |   }     

Chebyshev's inequality 

Where        {|    |   }    
 

  
           lower 

       {|    |   }  
 

  
                      uper 

denoted the mean of a r.s. of size n from distribution having the    : let Example

mean 𝜇 and the variance    show that   

   
→ 𝜇   

Solution: 

 [|   𝜇|   ]    
 

  
  

       [|   𝜇|   ]                ϵ    

Since a distribution is     

     (  )  𝜇     (   )  
  

 
       √        

 

√ 
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 √ 

 
 

       *|   𝜇|   
 

√ 
+        *  

 

 
 √ 

 
  
+     

        [|   𝜇|   ]     

   

   
→ 𝜇  
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→    : Show that Example 

Solution: 

 [|    |   ]    
 

  
  

       [|    |   ]             

Since a distribution is 
  

   
    

       

                          

 *| 
  

   
   |   +    

 

  
                      {
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      |  
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  √      
     

        

        
  

       *|
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]  

       *|
  

  
      |   √      +        *  

   

       
+     

        *| 
  

   
   |   +     

 
  

   
 
      
→      

 √  

      
→  √ show that    

      
→   : If Example 

Solution: 

      [|    |   ]        [| √   √   √    √  |   ]  

    
   

[|√   √ ||√   √ |   ]                  |√   √ |  
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[|√   √ |  
 

|√   √ |
]  

    
 

|√   √ |
     

    
   

[|√   √ |    ]  

      [|    |   ]    
   

[|√   √ |    ]  

        

      
→           [|    |   ]     

        [|√   √ |    ]    

 √  

      
→  √  . 

Example: Let    denote a random variable with mean μ and variance 
 

  
 , where 

    ,         are constants (not functions of  ). Prove that    converges to 𝜇 . or 

(   

    
→ 𝜇   

Solution: 

 [|   𝜇|      ]    
 

  
  

                          
 

  
  

       √
 

  
  

  
 

√ 
√  

⁄
  

  
 √  

√ 
  

       *|   𝜇|   √
 

  +        [  
 

(
 √  

√ 
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       *|   𝜇|   √
 

  +        *  
 

    
+     

       *|   𝜇|   √
 

  +     

       [|   𝜇|   ]     

  

    
→ 𝜇   

Example: Let the random variable    have a distribution that is        

i. Prove that  
  

 ⁄
    
→   . 

ii. Prove that    
  

 ⁄
    
→     .  

Solution: 

i.  *|
  

 ⁄    |   +    
 

  
  

Since    have a distribution that is          

Mean (       and 

Var (        

 *|
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]  

       [|      |   √   ]        *  
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       *|  
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→        

      ̅  compute            be a r.v. of size 25             : Let Example

     

Solution: 
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                 [      ]  

                                          

      ̅            

is the mean of random sample of size n from a normal distribution   ̅: If Example

with mean 𝜇 and variance 100 find n sample size where   𝜇      ̅  𝜇     

       

Solution: 
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   √     

        

be two random samples from two             and             : Let Example

independent normal distribution N(0,16) , N(1,9) respectively let  ̅      ̅ denote the 

corresponding sample means compute    ̅   ̅  

Solution: 
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the mean at r.s of size 15 from a  -: Compute an approximate prove that :Example

distribution having                 is between 
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عنذ  الجذاول الاحصائية لتوزيع الطبيعي المعياري لاستخراج قيمة الذالة التوزيعية للعذدين الواحذ والثلاثة
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Limiting Moment-Generating Functions 
  

To find the limiting distribution function of a random variable V by use of the 

definition of limiting distribution function obviously requires that we know F,(y) 

for each positive integer n. This is precisely the problem we should like to avoid. 

If it exists, the moment-generating function that corresponds to the distribution 

function F,(y) often provides a convenient method of determining the limiting 

distribution function. To emphasize that the distribution of a random variable Y, 

depends upon the positive integer n, in this lecture we shall write the moment-

generating function of Y, in the form M(t; n). The following theorem, which is 

essentially Curtiss' modification of a theorem of Lévy and Cramér, explains how 

the moment-generating function may be used in problems of limiting 

distributions. A proof of the theorem requires a knowledge of that same facet of 

analysis that permitted us to assert that a moment-generating function, when it 

exists, uniquely determines a distribution. Accordingly, no proof of the theorem 

will be given.  

Theorem 1. Let the random variable Yn , have the distribution function Fn(y) 

and the moment-generating function M(t ; n) that exists for -h <t <h for all n. If 

there exists a distribution function F(y), with corresponding moment-generating 

function M(t), defined for  | |     h1  < h, such that                     , then 

Yn , has a limiting distribution with distribution function F(y). Several illustrations 

of the use of Theorem 1. In some of these examples it is convenient to use a 
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certain limit that is established in some courses in advanced calculus. We refer 

to a limit of the form 

   
   

(  
 

 
 

    

 
)
  

 

where b and c do not depend upon n and where  

             = 0 . then  

      (  
 

 
 

    

 
)
  

=       (  
 

 
)
  

=     . 

 

Example: 

      (  
  

 
 

  

    )
    

=       (  
  

 
 

   √ 

    )
    

 

Here b= -    ، c= 
  

 
 ، and         √   

Accordingly for every fixed value of t, the limit is        

Theorem 2. let       ،    show that the limit of Yn as     . 

Proof: 

Since       ،     

So    
( ، )                      q=1-p 

       
 

 
 

   
( ، )  سحب p  عامل مشترك                                          

   
( ، )                                                         p نعوض قيمة 

   
( ، )  (

 

 
        )
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(  
 

 
)
 
     where            

    
( ، )  (

       

 
  )

 

          

                                

                         

Example: let               find the limiting distribution of    
    

√ 
  ? 

Solution : 

   
( ، )          ( 

  
    

√ ) 

  
  

  

√ 
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√ )  

Since                    
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          ( ، )   

Example: Let    denote the     order statistic of r.s from a distribution 

of the continuous type that has distribution function      and p.d.f. 

     find the limiting distribution of     [       ] ? 

Solution :  Note that (                                    ) 

Since                   

       [     ]
           

Since     [       ] 

            

                     
  

 
 

 هذه الدالة التوزيعية 

   يجب ان نجد الدالة الاحتمالية اي اشتقاق الدالة التوزيعية بالنسبة ل 
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Point estimation 
 

Definition: For a given positive integer n, Y=(X1,X2,…, Xn) will be called a best 

statistic for the parameter   if Y is unbiased, E(Y)=  , and if the variance of Y is 

less than or equal  to the variance of every other unbiased statistic for  . 

Definition: There are many ways of defining a “best” statistic for a parameter . our 

Definition adopts the  principles of biasedness and minimum variance as being 

reasonable. One of our purposes in adopting these principles is to motivate. In a 

somewhat natural way  the study of an important class of statistics called 

"sufficient statistics estimator" stands for the value of that function; for example, 

  n =∑ i / n is an estimator of a mean µ function, and the word" estimate" stands 

for n and   n is an estimate of     ere T is   n, and T(1 , ... , n) is the function 

defined by summing the arguments and then dividing by n. One of the basic 

problems is how to find an estimator of population parameter  . There are several 

methods for finding an estimator of  . Some of these methods are: 

(1) Maximum Likelihood Method. 

(2) Moment Method. 

(3) Bayes Method. 

(4) Least squares method. 

(5) Minimum Chi – Squares Method. 

(6) Minimum Distance Method. 

Some properties of the estimator 

To estimate a parameter of the population under study, we need to choose the 

appropriate statistic in the sample to estimate this parameter. Often the 

corresponding parameter in the sample is a better estimate, for example estimating 



the population mean µ through the sample mean m. The statistic used in the 

estimation is called the estimate. 

Definition : The estimator is unbiased: We say of a statistic that it is an unbiased 

estimator of the population parameter if its mean or mathematical expectation is 

equal to the population parameter. 

Example: We say about the sample mean, m, that it is an unbiased estimate of the 

population mean µ because E (m) = µ. In contrast, we call the statistic S² in a 

return-sampling that it is a biased estimator of σ² because E(S²) = σ² (n-1)/n ≠ σ² 

while statistic S'²= S²n / (n-1) is an unbiased estimator in a return preview 

Definition : The estimator is efficiency: The efficiency of an estimator relates to 

the amount of variance of the sampling distribution of the statistic. If two 

(statistical) estimators have the same mean, we say that the estimator with the least 

disparate sampling distribution is the most efficient. 

Example: For both the sampling distributions of the mean and the mean, the same 

mean is the population mean, but the mean m is considered a more efficient 

estimator of the population mean than the median because the variance of the 

sampling distribution of the averages V (m) =  σ²/n is less than the variance of the 

sampling distribution for the median: 

V(med) = σ²π/2n = (σ²/n) (3.14159/2) > σ²/n 

Obviously, using effective and unbiased capabilities is best, but other capabilities 

may be used to obtain them. 

Definition : The estimator is convergence : We say an estimator is convergence if 

it refers to the estimated parameter value when the sample size tends to infinity. 



Example: The sample mean is considered an convergence estimate of the 

population mean because:  

 

 
1- Moment Method:  

   Let           be a random sample from a population X with probability density 

function  (            ) , where             are m unknown parameters.  Let 

 (  )  ∫   
 

  

 (            )   

Be the     population moment about 0.  

Further, let 

 

   
 

 
∑  

 

 

   

 

Be the      sample moment about 0.                          

            In moment method, we find the estimator for the parameters 

           by equating the first m population moments (if they exist) to the first 

m sample moments, that is  

.0
²

)(,)(  
nn

mVmE






 ( )      

 (  )     

 (  )     

  

 (  )     

The moment method is one of the classical methods for estimating parameters and 

motivation comes from the fact that the sample moments are in some sense 

estimates for the population moments. The moment method was first discovered by 

British statistician Karl Pearson in 1902. Now we provide some examples to 

illustrate this method. 

 

Example. Let    (    ) and            be a random sample of size n from 

the population X. What are the estimators of the population parameters   and    if 

we use the moment method? 

Solution: Since the population is normal, that is  

   (    ) 

We know that  

 ( )    

 (  )        

Hence 

   ( ) 

                                                                   

 
 

 
∑  

 

   

 

  ̅  

Therefore, the estimator of the parameter  is  ̅   that is    

 ̂   ̅  



Next, we find the estimator of    equating  (  ) to     Note that  
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The last line follows from the fact that  
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Thus, the estimator of     is 
 

 
∑ (    ̅)

   
     that is  
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Example. Let            be a random sample of size n from a population X 

whit probability density function  

 (   )  {  
   

 
           

       

          
 

Where 0     is an unknown parameter. Using the method of moment find an 

estimator of  ? If                             is a random sample of 

size 4, then what is the estimate of  ? 

Solution To find an estimator, we shall equate the population moment to the 

sample moment. The population moment E(X) is given by  

 ( )  ∫   (   )  
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We know that     ̅  now setting   equal to E(X) and solving for , we get  

 ̅  
 

   
 

That is  

  
 ̅

   ̅
  

Where  ̅ is the sample mean. Thus, the statistic 
 ̅

   ̅
 is an estimator of the 

parameter  . Hence  

 ̂  
 ̅

   ̅
 



Since                           , we have  ̅      and  

 ̂  
   

     
 
 

 
 

Is an estimate of the  . 

 

Example. Let          ( ) find Moment Estimate of   ? 

Solution: Since          ( )  
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Example: Let            (    ) find Moment Estimate of p? 

Solution: Since            (    ) 
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Example: Let            a random variable sample from Uniform (0,) find the 

Moment Estimate of  ? 

Solution: Since U(0,) 
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Example: Let            be a random variable sample of size n from 

distribution, with p.d.f  
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Where          

Suppose  is known find the moment estimator of  ,  ̂ and unbiased estimator of 

 ? 

Solution:  

 ( )  ∫    ( )     ( )  ∫
 

  

 

 

         

 ( )  ∫
 

  
           

 

 

   ( )  ∫
 

  

 

 

      

 ( )  [
 

  
 
    

   
]
 

 
   ( )  

 ( )   

   (   )
 

    

  (   )
 

  

   
 

 ( )   ̅ 

  

   
  ̅     

[   (   ) ̅]

 
 

 ̂  
(   ) ̅

 
                          ̅  

  

   
 

 ( ̂)   [
   

 
 ̅] 

  
   

 
 ( ̅) 

   

 
[
  

   
] 

 ( ̂)    

 ̂ is unbiased estimator of  . 



2- Maximum Likelihood Estimator: 

Let L(θ) = L(θ; x1,…,xn)  be the likelihood function for the random variables X1, 

X2, …, Xn. if  θ (where θ =    (x1, x2, …,xn) is a function of the observations 

x1,…,xn) is the Value of θ in Ө which maximum L(θ)  Then Ө = ϑ(X1,X2,…,Xn) is 

the Maximum likelihood estimator of θ =   (x1,…,xn) is the maximum likelihood 

estimate of θ for the example x1,…,xn. The most likelihood important cases which 

we shall consider are those in which X1,X2,…,Xn is a random sample from some 

density ƒ(x;θ), so that the likelihood function is 

L(θ) = ƒ(x1;θ) ƒ(x2;θ) … ƒ(xn;θ)  

Many likelihood functions satisfy regularity conditions; so the maximum-

likelihood estimator in the solution of the equation. 

  ( )

  
   

Also, L(θ) and log L(θ) have their maxima at the same value of θ, and it is some-

times easier to find the maximum of the logarithm of the likelihood, if the 

likelihood function contains (k) parameters, that is 

If     L(θ1,θ2,… ,θk) = ∏  (             )
 
    

Then the maximum-likelihood estimators of the parameters θ1,θ2,…, θk are the 

random variables Ө1 = ϑ1(X1,…,Xn), … , Ө2 = ϑ2(X1,...,Xn), …  Өk = ϑk (X1,…,Xn), 

where θ1,θ2,… ,θk are the values in Ө which maximize L(θ1,θ2,…,θk). 

If certain regularity conditions are satisfied, the point where the likelihood is a 

maximum is a solution of the (k) equation  

  (       )

   
   

  (       )

   
   

  (       )

   
   

In this case it may also be easier to work with the logarithm of the likelihood, 

We shall illustrate these definitions with some examples. 



 

Example 1. Let   ,   ,…,     a random variable sample ~ Geometric (p) find 

Maximum likelihood estimator of (p) 

Solution: 

Since   ,…,    ~ G(p) 

 

 ( )  { 
(   )   

 
          

 (         )   (    )   (    )    (    ) 

 ((         )   (   )
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For x=1,2,… 

0 ≤ P ≤ 1 

Otherwise 



  
 

∑   
 
   

     
 

 ̅
 

 

 ̂  
 

 ̅
 

 

Example Let          ~ Poisson (λ) find Maximum-likelihood estimator of  λ? 

Solution: Since         ~ Poisson (λ) 
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For x=0,1,… 

 

Otherwise 
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 ̂   ̅ 

Example:  Let   ~ Bernoulli Parameters (P) find Maximum likelihood estimator 

of P ? 

Solution: Since   ~ Ber (P) 
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For x=0,1 

Otherwise 
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Example:  Let   …   ~ N(µ,   ) find Maximum-likelihood estimator of µ &   ? 

𝑑   𝑔(𝑥𝑛 𝑃)

𝑑𝑃
=0 



Solution: 

Since          ~ N(µ,   ) then  ( )  {
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The Unbiased Estimator  

Let             be a random sample of size    from apopulation with 

probability density function  (   ). An estimator  ̂ of    is a function of 

the random variables                which is free of the parameter θ . 

An estimate is a realized value of an estimator that is obtained when a 

sample is actually taken . 

Definition: An estimator    ̂ of  θ  is said to be an unbiased estimator of   

   if and only if  

 ( ̂)    

If  ̂ is not unbiased , then it is called a biased estimator of    . 

An estimator of a parameter may not equal to the actual value of the 

parameter for every realization of the sample              , but if it is 

unbiased then on an average it will equal to the parameter . 

Example: Let                be a random sample from a normal 

population with mean  𝜇  and variance      . Is the sample mean   ̅  an 

unbiased estimator of the parameter 𝜇   

Solution: Since , each     (𝜇  
 )  we have  ̅  (𝜇  

  

 
) . 

That is , the sample mean is normal with mean  μ and variance 
  

 
 . 

Thus  ( ̅)    𝜇    Therefore, the sample mean  ̅ is an unbiased estimator 

of  𝜇 

Example:  Let               be a random sample  from a population 

with mean 𝜇 and variance        

Is the sample variance      an unbiased estimator of  the population 

variance        

Solution: Note that the distribution of the population is not given . 

However , we are given   ( ̅)          [(   ) ]       
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In order to find  (  )  we need find  ( ̅)      ( ̅ )  Thus we proceed 

to find these two expected values . 

 ( ̅)   (
          

 
) 

 
 

 
∑ (  )  

 

 
∑𝜇  𝜇

 

   

 

   

 

Similarly: 

   ( ̅)     (
         

 
)  

 

  
∑   (  )  

 

  
∑   

  

 

 

   

 

   

 

Therefore  

 ( ̅ )     ( ̅)   ( ̅)  
  

 
 𝜇  

 Consider 

 (  )   [
 

   
∑(    ̅)

 

 

   

] 

 
 

   
 [∑(  

    ̅    ̅
 )

 

   

] 

 
 

   
 [∑  

    ̅ 
 

   

] 

 
 

   
{∑ [  

 ]   [  ̅ ]

 

   

} 

 
 

   
* (   𝜇 )   (𝜇  

  

 
)+ 

 
 

   
[(   )  ] 

 (  )   ( ̂ )          
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Therefore , the sample variance     is an unbiased estimator of the 

population variance       

Example:  If                 (𝜇   
 )   and let    

    
   are estimators 

of     , Show that    
  is unbiased estimators of     and    

  is biased 

estimator of    . Such that : 

  
  

 

   
∑(    ̅)

           
  

 

 
∑(    ̅)

 

 

   

 

   

 

Solation:    

  
(   )  

  
   (   )     ( )  (   ) 

    
(   )  

 

  
   (   )      (  )  (   )        ( ) 

 (  )   (
(   )  

 

  
)  

(   )

  
 (  

 )             ( ) 

From (1) and (2) 

(   )

  
 (  

 )  (   )      (  
 )     

   
   is an unbiased estimator of          

   
   

 

  
   (   )     (  )  (   )       ( ) 

 (  )   (
   

 

  
)  

 

  
 (  

 )         ( )  

From (3) and (4)      
 

  
 (  

 )           (  
 )  

(   )

 
    

  
  is a biased estimator of     . 

Example:  Let              be a random sample from a Bernoulli  

population with parameter p , show that  ̅  is an unbiased estimator. 

Solation:     
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 ( ̅ )  
 

 
 (∑  

 

   

)  
 

 
∑( (  ))  

 

 
(∑ 

 

   

)

 

   

 

 
 

 
     

Then  ( ̂)   ( ̅ )    is an unbiased estimator for      . 

Example:  Let                 be a sample of size      from a 

distribution with unknown mean    𝜇    , and the variance       is 

a known positive number. Show that both  ̂   ̅      ̂  
 

 
(          )  are unbiased estimator  for  𝜇 . Compare the 

variance of     
  and     

  . 

Solution : 

 ( ̂ )   ( ̅)   (
 

 
∑  

 

   

)  
 

 
  𝜇  𝜇 

 ( ̂ )  
 

 
 (          )  

 

 
[  (  )   (  )    (  )] 

 
 

 
( 𝜇  𝜇   𝜇)  

 

 
( 𝜇)  𝜇 

   ̂    ̂   are unbiased estimators  . 

   ( ̂ )   (
 

 
∑  

 

   

)  
 

 
[ (  )   (  )   (  )] 
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   ( ̂ )   [
 

 
(          )] 

 
 

  
[ (          )] 
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[  (  )   (  )     (  )] 

 

 
 

  
(           )  

 

  
(    ) 

 

 
  

  
   

 

Factorization ( jointly sufficient statistics ) 

Theorem :   Let                  be a random sample of size     from 

the density    (  θ)  where the parameter  θ may be a vector . A set of 

statistics  

     (               )          (               )  

Is jointly sufficient if and only if the joint density of  

               can be factored as         (                 ) 

  (  (               )      (               )  ) 

  (             )  (               ), 

where the function  (               ) is nonnegative and does not 

involve the parameter   and  the function  (             ) is 

nonnegative and depends on  (               ) only through the 

functions    (       )      (      )  

Note that , according to Theorem . There are many possible sets of 

sufficient  statistics. The above two  theorems give us a relatively easy 

method for judging  whether a certain statistic is sufficient or a set of 

statistics is jointly sufficient .  

However , the method is not the complete answer since a particular 

statistic may be sufficient yet the user may not be clever enough to factor 

the joint density . 
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The theorems may also be useful in discovering sufficient statistics .  

Actually , the result of either of the above factorization theorems is 

intuitively evident if one notes the following: 

1- If the joint density factors as indicated , then the likelihood 

function is proportional to  (            )   which depends on the 

observations                only through              [ the 

likelihood function is viewed as a function of    , so   

 (               )  is just a proportionality  constant  ] , which 

means that the information about      that the likelihood function 

contains is embodied in the statistics  

   (       )      (      )     

Example:    ∑   
 
       is sufficlent to    𝜇  ,    ( 𝜇   

  )   by using 

faclorization theorm . 

Solation:    

 [          𝜇]   (    𝜇)  (    𝜇)         (    𝜇) 

Since      ( 𝜇   
  )    

  ( )  ,
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 ( )  (
 

 √  
)
 

     
 (∑  )

 

   
   
    

 ( ( )  )   
 (   ∑    )

    

 ∑   is sufficient statistic to   𝜇   . 

Example:     ∑   
 
   is sufficient  statistic to 1                 (      )   by 

using faclorization theorem     

Solation:    

    (     
 ) 

 ( )  
 

 √  
   

  (   ) 

    

Since       is  i.i.d  

 (            )   (    )  (    )        (    ) 

 (            )  
 

 √  
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 √  
   

  (   ) 

      

 (            )  [
 

 √  
]
 

  
  (∑    )

 

    

 (            )  [
 

 √  
]
 

   
  [(∑  )

   ∑    ]
    

 (            )  [
 

 √  
]
 

  
  (∑  )

 

      
 (  ∑    )

     

 ( )  [
 

 √  
]
 

  
  (∑  )

 

           

 ( ( )  )    
 (  ∑    )

    

 ∑     
 
 is sufficient statistic to  1  . 

Example:∑     
 
    is sufficient statistic to    , 

      ( )  by using faclorization . 
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Solation:    

Since         ( ) 

 ( )  ,
     

  
                   - 

Since                   

 [           ]   (    )  (    )       (    ) 

 [           ]  
      

   
     
      

   
      

 [           ]  
 ∑      

∑   
 
   

 

 [           ]  
 

∑   
 
   

  ( ∑      ) 

 ( )  
 

∑   
 
   

          

 ( ( )  )  ( ∑      ) 

  ∑        
 
   is sufficient  statistic to      . 
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Mean square error                متوسط مربعات الخطأ  

 Definition: 

The mean square error of the estimator  , denoted by MSE ( )  is defined as  

MSE ( ̂) = E  ̂      = Var ( ̂) +     ̂       

 

Definition:   

The unbiased estimator  ̂ that minimizes the mean square error is called the 

minimum variance unbiased estimator (MVUE) of  . 

Example: 

Let          be a sample of size n= 3 from a distribution with unknown mean 

 , - <   < , where the variance    is a known positive number.Show that 

both   ̂ =  ̅ and   ̂ = [( 2   +    + 5  )/8] are unbiased estimators for  .  

Compare the  variances of   ̂, and   ̂ . 

Solution: 

We have E(  ̂) = E ( ̅) = 
  

 
 3   =  . And E(  ̂)  = E [( 2   +    + 5  )/8]  

= 
  

 
 [( 2E(  ) + E(  ) + 5E(  )] = 

  

 
 [ 2  +   +5   ) =   

 Hence, both   ̂ , and   ̂, are unbiased estimators. However,  



Var (  ̂) = var ( ̅  = 
  

 
   . Whereas Var (  ̂) = var [( 2   +    + 5  )/8]  

= 
  

  
 [4 var (  ) + var (  ) + 25 var (  ) = 

  

  
 30    

Because var (  ̂) > var (  ̂) , we see that  ̅ is a better unbiased estimator in the 

sense that the variance of  ̅ is smaller.  

 يلاحظاث 

  ٌفي حانت انتقدير غير يتحيز يكو[ ( ̂)   ]     

(̂ )   وبانتاني فإٌ      ( ̂) 

  ٌَفرض أ    ( ̂)   ( ̂)   ( ̂)  بشكم عاو )يتحيز أو غير يتحيز(    

     ( ̂)     ( ̂)   ( ̂)
 

 

            
   (  ̂)

   (  ̂)
 .الاوليٍ انًقدر  كفأاانثاَي انكفاءة بيٍ يقدريٍ فيكوٌ انًقدر    

Example:  

If                   consider the two estimators of   ,   ̂    
  

 

     
∑     ̅     ̂    

  
 

 
∑     ̅    Find the          . 

Solution :  
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)           

      

  
     

          

     
   

   

     
        

   

 نهتوضيح

    
   

      

  
                 

   
     

 
    

    
        

      
     

 
         

 

 
       

 

 
      



      
        

   (    
  )

 
 

        

  
 

 

  
   

          

  

 
        

  
    

   
      

  

      
  

 

      
    

 
     

  
 

           

   
   

  
  is relatively more efficient than   

 . 

Definition: 

(̂ ) وكاٌ   حيز نـ تير يغتقدير  ̂ اذا كاٌ   
 

  [ 
        

   
]

ز ذو أقم حيتانتقدير انغير ي ̂ يكوٌ , 

 (Uniformly Minimum Variance Unbiased Estimator)تبايٍ انًُتظى ويريز نه

((UMVUE 

Example: let                     show that  ̅ is an efficient estimator. 

Solution :  

     
 

√    
 
 

 
          

      

        (
 

√     
)  

 

   
          

      

  
   

 

   
             

     

  
 

 

  
 

 

  
   

       

   
  

 

  
     

 

  [ 
       
   ]

 
 

  * 
 
  +

 
 

 
 
  

 
  

 
    ̅  

 ̅ is an efficient estimator of   

 ̅ is an UMVUE of   

 تحيز يكوٌ اذا كاٌ انتقديريٍ غير ي          
     

     
 



 ٌاذا كاٌ انتقديريٍ بشكم عاو سواء )يتحيز أو غير يتحيز( َستخدو انقاَو 

           
        

        
 

 .حم الأيثهت نتقدير انًتسق بانطريقت انثاَيت 

Example: let                  show that  ̅ is an consistent estimator  of the 

    . 

Solution :  

1)    ̅  
 

 
(             )  

 

 
         

                
 

 
       

2)    ̅  
 

 
 

   
   

   ̅     
   

 

 
    

 ̅ is a consistent estimator of  . 

 Example: let                      

a) show that the sample variance     is a consistent estimator for   . 

b) Show that the maximum  likelihood estimator (MLE) for        are 

consistent estimator for         

Solution :  

a) 

1)          

2)       
   

   
 

   
   

         
   

   

   
   

   is consistent estimator of    

b) 

MLE  ̂= ̅        &         MLE   = 
 

 
 ∑     ̅    



1) E( ̅) =    

2) V ( ̅) = 
  

 
                     ̅        

  

 
   

 ̅  is consistent  estimator of    

MLE   ̂   =  
 

 
 ∑     ̅    

E ( ̂   = E (
 

 
 ∑     ̅  ) = 

     

 
 * 

∑     ̅  

     
+ = 

     

 
     

 is biased    ؞

  
     

  
              

                  

            

   ̂      ̂      
   

 
      (  

 

 
)      

                 
 

 
          

 

 
    

 ̂  
 

 
∑     ̅    

     

 
*

 

     
∑     ̅  +  

     

 
   

     ̂      *
     

 
  +  

      

  
  V (  ) = 

                

                
  

= 
        

   
  

         ̂            
   

 
     

            ̂            
          

  
     

MSE ؞ =  Var ( ̂) + [  ( ̂)]
 
 

     ̂           +  ̂                    ̂           ؞

= 0 + 0 = 0  

 ̂   is consistent  estimator of    . 



 

        Sufficiency                                                      الكفاية 

In the statistical inference problems on a parameter, one of the major questions 

is: Can a specific statistic replace the entire data without losing pertinent 

information?  

في مشبكم الاستدلال الإحصبئي عهى معهمة ، يكىن 

ئهة انرئيسية هى: هم يمكه لإحصبء أحد الأس

محدد أن يحم محم انبيبوبت بأكمههب دون 

 .فقدان انمعهىمبت ذات انصهة

 
Suppose    ,…,    is random sample from a probability distribution with 

unknown parameter  . In general, statisticians look for ways of reducing a set of 

data so that these data can be more easily understood without losing the 

meaning associated with the entire collection of observations. Intuitively, a 

statistic U is a sufficient statistic for a parameter   if U contains all the 

information available in the data about the value of  .   

For example, the sample mean may contain all the relevant information about 

the parameter  , and in that case U =  ̅ is called a sufficient statistic for   . An 

estimator that is a function of a sufficient statistic can be deemed to be a "good" 

estimator, because it depends on fewer data values. When we have a sufficient 

statistic U for  , we need to concentrate only on  U  because it exhausts all the 

information that the sample has about  . That is, knowledge of the actual n 

observations does not contribute anything more to the inference about  . 

 

Definition : 

Let   ,….,    be a random sample from a probability distribution with 

unknown parameter   .Then, the statistic U=g (  ,….,   ) is said  sufficient for 

 . if the conditional pdf or pf of   ,….,    given U = u  does not depend on   

for any value of u. An estimator of   that is a function of a sufficient statistic 

for   is said to be a sufficient estimator of  . 

Definition:        Simple consistency  



Let    ,          be a sequence of estimators of  ( ), where    =    (  , 

….,  ). The sequence {  } is defined to be a simple (or weakly) consistent 

sequence of estimators of   ( ) if for every ԑ > 0 the following is satisfied: 

   
   

                     

Remark: If an estimator is a mean-squared-error consistent estimator, it is also 

a simple consistent estimator, but not necessarily vice versa.  

Proof : 

                    = P  |       |     

=    [[  -     ]²     ²]   1 - 
                 

   
   

by the Chebyshev inequality. As n approaches infinity,                 

approaches 0. Hence lim    [     –      ,        +  ] = 1    

Example: 

Let           be iid Bernoulli random variables with parameter   . show 

that∑   
 
    is sufficient for  . 

Solution:  

The joint probability mass function of           is 

               ∑   
 
           ∑   

 
     

Because   ∑   
 
    we have                                  . 

Also, because           we have  

       (
 
 
)                                      

Also,  

          |     
            

     
 ,

          

     
                   ∑   

 
   

                                        
-  

Therefore ,  



         |     
            

     
 {

          

(
 
 
)          

 
 

(
 
 
)
         ∑  

 

   

                                                       

} 

Which is independent of  . Therefore   is sufficient for   . 

Example: 

let          be arandom sample from passion     show that the mean  ̅ is 

consistent to  . 

Solution:  

                            

   ̅   *∑
  
 
+      

 

  
 *∑  +  

 

  
             

 
 

  
         

 

  
    

   ̅  
 

 
  where    
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Solution:  Since 
     

  
  

        
                                           

 (  
 )         



 [
   

  
  

 ]         

*
      

  
 (  

 )         +  
  

      
 

      
        

      
       

   

     
   where        

   √
   

     
           

  √   

√   
         

        

   
 

   
   

 {|  
    |   √

   

     
}   

 

        
   

   

   
   

{|  
    |   √

   

     
}   

   

        
                        

   

 
   

  
  is consistent to   . 



Methods of Estimation 

  

     
  

     
  

 
  

  

Republic of Iraq Ministry of Higher 

Education & Research 

 University of Anbar  

College of Education for Pure 

Sciences  

Department of Mathematics 

  

  

  

    

  
     

  

  
  

      

  

  

  

  

  

  

  

 1محاضرات الاحصاء 

مدرس المادة : الاستاذ المساعد 

 الدكتور فراس شاكر محمود

  



 

 

 

1 

Roa – Black well theorem 

If  ̂ is unbiased estimator for   and t(x) is sufficient for  , then the estimation  ̅ 

where  

 ̅   [
 ̂

 ( )
] 

is also unbiased and its variance less than or equal to the variance of  ̂ i .e : 

 ( ̅)   ( ̂) 

Example : Let            is ar.s from Ber( ) if   is unbiased est for  , Find a 

better estimator by using the Roa_Black well Theorem . 

Solution : 
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  ∑   (   )  ∑     

h(x) does not depend upon  . Then ∑    is s.s for  . We have  (  )   . By 

using the Roa – Black well theorem, we get   ̅   (
 ̂

 ( )
)   (

  

∑  
) is better 

estimator than   . Now what is  ̅ 
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  ̅ is a better estimator than    for   . 

Example: 

Let              ( )        use  the Roa – Black well theorem to find an 

estimator for    better than    iid= identically independent distribution 

Solution: 
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 ∑   is  sufficient statistic (s.s.) for  . Now , to Find  ̅ 
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 ̅  is a better estimator for   

Completeness :- A statistic t(x) is said to be complete if for all    the function 

h(t) statistic   ( ( ))    which implies that   ( )    
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Example: Let      ( ). Show that x is complete. 

Solution : 

 (   )    (   )    

We have  

 ( ( )    we prove  ( )    

 ( ( ))  ∑  ( )

     

  (   )    

 ( )   (   )   ( )   (   )    

 ( )  (   )   ( )      

 ( )   ( )     ( )      

 ( )   ( ( )   ( ))    

    is perameter 

 ( )   ( )     ( )   ( ) 

  ( )    

 ( )                

                

Example:  

Let            is ar.s from a dist     ( ) . Show that   ∑  is complete 

sufficient statistic for   

Solution:  
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Now , we went to prove   ∑   is C.S.S  
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Exponential Family of distribution  

Definition: A one Parameter exponential family of distribution is that if  (   ) 

can be express in the from  

 (   )   ( )   ( )  ( )   

    (   )    ( )    ( )   ( )            

Where      does  not depot upon  . 



 

 

 

7 

Example: if      ( )  , Show that   (   ). belongs to exponential family  
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)   ( )    

 (   ) belongs to exponential family.   

H.w :    ( ) show that  (   ) belong to exponential family . 

Theorem :  

Let  (   )  be a P.d.f which represent a regular case of the exponential class . 

Than if           . Where (n) is a fixed positive integer is  a random sample 

from a distribution , with P. d .f  (   ) the  statistic    ∑    
     is sufficient 

statistic for   and the family  (   )  of probability density family of  t is 

complete that is t is C.S.S for  . 

Theorem :  Any function of C.S.S is MVUE of it expectation  

Example: if      ( ) find MVUE  
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 (   )         to exponential family   ∑  (  )
 
    ∑   

 
    is C.S.S for   . 


